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Abstract 

Forecasting is the process to estimate the future by 

analysis the past and present information. In data 

analysis the accurate forecast results are usually based 

on the reliable classification algorithm. This paper 

proposes the new Neuro-Fuzzy algorithm combined with 

the quadratic function. The classification performance of 

the propose algorithm is shown by the accuracy of 7 

standard datasets from the UCI machine learning 

repository. The satisfactory classification accuracy is 

shown in the experiment. The proposed structure can 

classify by both direct calculation and using rule based 

classification. The classification structure after training 

process is easy to apply in any application. 
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Introduction 

Forecasting or prediction is a greater role in planning the 

strategy in many organizations. Furthermore the 

forecast algorithm is applied in many fields of science 

work. In [1], the research proposed the usage of neural 

network to forecast the need of electrical power 

consumption. The neural network algorithm also used to 

forecast the lowest temperature of the Chandigarh in 

[2]. The neural network can be used to find the 

relationship of the input data and output data for 

calculating the final result. The structure of neural 

networks can apply to modify for use with various 

datasets for prediction purpose. Many researchers use 

this benefit structure to use in the learning process. 

Furthermore, the robustness with the unseen data is 

appropriate to use as the prediction tool. In [3-5] use 

neural network to combine with the fuzzy logic system, 

which outstanding of data interpretable. The new 

structure called the neural-fuzzy systems, those have 

proven the better performance in many experimental [6-

10].  

In [7-8] present the structure of high performance 

Neuro-fuzzy. The structure includes the 3 fuzzy 

membership function creation embedded in the neural 

network. The original data is transformed by the fuzzy 

values and use in the learning process of neural network. 

The parameters in neural network use the back 

propagation algorithm to update. The parameters of 

fuzzy membership also update simultaneously. After 

finishing the trained process, the final parameters can be 

used as a rule base classification with high accuracy. 

Moreover, the sorted of weights results can be used as 

the feature selection which have been proved in the 

experiment as the high informative features by results 

the high accuracy rate after used in the classification 

task. In [9] has extended the concept from [8] to 

develop the structure and find the appropriate number 

of the membership functions. The success of [9] is 

continued developing in [10] by using Golden section 

search to search the proper number of features for 

creating the rule based classification. The Golden section 

search technique is used to find the maximum or 

minimum value of the function. The results show the 

development of the system. 

This research proposed the development of adaptive 

dynamic clustering of Neuro-fuzzy system for 

classification [10] by applying the Quadratic function to 

search the appropriate number of features for used in 

the rule based classification and reduced the complexity 

of using the Golden section search. 

The proposed method 

 The algorithm in this paper improves the searching part 

from algorithm in [10], which present higher 

performance of classification than other algorithms. The 

structure of the system shown in figure 1. The details of 

each section is described as follows.  

a. Dynamic clustering 

The first step will perform the dynamic clustering. Each 

feature is sorted and applied the incremental clustering. 

The first sample is assigned to cluster 1. The following 

sample will assigned to cluster 1, if the value of distance 

function is less than threshold, otherwise assigned to 

new cluster. The process is iterative until all samples 

have been assigned cluster. The average value of 

membership in clusters is used as the criteria to 

agglomerate the cluster. The cluster member that has



  

 

 

 

 

 

 

 

Figure 1: The structure of the proposed model. 

 

less than the threshold are agglomerated, until all 

clusters have member greater than threshold. Finally, 

combined the cluster that has the same meaning 

together.  

b. Fuzzification  

This part the clusters from previous step to create the 

membership function. The Gaussian membership 
functions are used to calculate membership value as 
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The value nkG is the membership value,  n  is the 

considered feature, the letter k  represents the cluster of 

the dataset, nx is the original input, nk  is the mean 

value of the cluster and finally, nk  is the standard 

deviation value of the cluster. The result from a fuzzy 

process use as the input in neural network process. The 

value of fuzzy membership value is transformed to the 
binary value by 
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The nkb is the binary value of cluster k  in the feature n

. 

c. Neural network 

The structure of the neural network in this work is the 
single layer perceptron. The input layer has a number of 

nodes equal to the number of the cluster from the 

dynamic cluster process. The output layer has a number 

of nodes equal to the number of classes of dataset. The 
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log Sigmoid is used as the activation function for all 

nodes. The output from each node defined by  
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 The ijb is the binary value of the feature i  at a node j , 

the ijow  is the weight of the output node. At output layer 

the error of each node can calculated from 

)()()( lyldle ooo    (5). 

The )(leo is the error of the output node o  at the 

iteration l , )(ldo  is the desired output and )(lyo  is the 

output value. The gradient at output layer is defined by 

))(()()( ' lVlel ooo     (6). 

The weights of the network can be modified by 

)()()()1( lbllwlw ijoijoijo   (7). 

d. Quadratic function 

After training process, the appropriate number of 

weights is needed to create the rule based classification. 

The Quadratic function is used in this part to select the 

set of informative weights. The quadratic function is a 

method to find the proper value. First step initializes the 

value of parameters 210 ,, xxx  and 3x  to find the proper 

number of weights to create the rule. The value 0x is set 

to zero, the 1 x is the random value between 0 to 

maximum numbers of weights.  The value 2x is the 

maximum numbers of weights. All values are used in the 

following equation   
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The algorithm to find the value of )
1

f(x),
0

f(x  and 

)
2

f(x  described in Figure 2. 

 

Algorithm Calculate Function Value (x) 

Sort weights  

Sum=0 

For i=1 to all training data 

         j=0 

          While A~=1 and j<x 

                    If nkb  of nkow  is 1 

                              A=1 

                    Else    A=0 

                    End 

                    j=j+1 

          End 

          Sum=Sum+A 

End 

Return Sum 

Figure 2: Algorithm to Calculate Function. 

 



  

The next step calculates the value of 3x  from 
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The value of 3x  can calculate the value of )( 3xf following 

algorithm in Figure 2. If the value of the )( 3xf  is equal to 

the value of )( 2xf  then let 32 xx  , )()( 32 xfxf  . Iterate 

the random process of 1x  in range 0x to 2x , then 

calculate the value of ).( 1xf  If the value of )( 3xf  is less 

than the value of )( 2xf  then let 30 xx  , )()( 32 xfxf  . 

Then lets 31 xx  , )()( 31 xfxf   and calculate the value 

of 3x . Perform the iteration process until the value of 

)()( 10 xfxf   then uses the value of 1x to create the rule 

based classification rules. 

Experimental method and results 
The dataset from the UCI machine learning [11] is used 

to verify the accuracy performance of the proposed 

method.  

Dataset Size Feature Cluster Type 

Wine 178 13 3 Integer, Real 

Breast 

Canner 
699 9 2 

Integer 

Iris 150 4 3 Real 

Vote 435 16 2 Categorical 

Zoo 101 16 7 
Integer, 

Categorical 

Seeds 210 7 3 Real 

Dataset Size Feature Cluster Type 

Liver 

Disorder 
345 6 2 

Integer, 

Real, 

Categorical 

Table 1: Details of the dataset use in the experimental. 

The classification results from the proposed method 

compared to other methods are displayed in table1.The 

method of the 10 fold cross validation is used in all 

experiments. The results from direct calculate shown in 

table 2 and results from rule extraction shown in table 3 

as follows. 

Average accuracy of 10 fold cross validation  

Dataset GSS[10] Quadratic 

Wine 99.44% 99.44% 

Breast Canner 97.14% 97.14% 

Iris 96.67% 96.67% 

Vote 96.78% 96.78% 

Zoo 97.03% 97.03% 

Seeds 93.81% 93.81% 

Liver Disorder 69.86% 69.86% 

Table 2: The average accuracy from direct calculate of the 

proposed method compared with method proposed in [10]. 

Average accuracy of 10 fold cross validation  

Dataset GSS[10] Quadratic 

Wine 99.44% 99.44% 

Breast Canner 95.71% 95.71% 

Iris 96.67% 96.67% 



  

Average accuracy of 10 fold cross validation  

Dataset GSS[10] Quadratic 

Vote 96.09% 96.09% 

Zoo 93.07% 93.07% 

Seeds 91.90% 91.90% 

Liver Disorder 69.86% 69.86% 

Table 3: The average accuracy from Rule extraction of the 

proposed method compared with method proposed in [10]. 

The classification results in table 2 and table 3 shown the 

same average accuracy in all datasets.  

Time of 10 fold cross validation (sec.) 

 GSS[10] Quadratic 

Wine 892.92 754.31 

Breast Canner 1,377.45 1302.13 

Iris 95.44 93.09 

Vote 707.30 706.74 

Zoo 152.39 147.96 

Seeds 616.67 581.13 

Liver Disorder 726.05 707.53 

Table 4: The execution time comparison. 

However to compare the execution time as shown in 

table 4, it is clearly seen that the proposed algorithm in 

this paper use less time than [10] in every dataset. 

Comparing to the used of the Golden section method, 

results in table 2 to table 3 show the same performance 

of using Quadratic function in all datasets. The reason is 

the Golden section method using constant values in the 

search algorithm, where the Quadratic method is using 

parameters that can converge to the solution faster. 

The next experiment is using the algorithm propose in 

this paper with the real world dataset. The following 

dataset is the carbon dioxide equivalent calculate from 

the activity of students in Chiang Mai University 

dormitory. The details of a dataset is the carbon dioxide 

equivalent of 27 activities from 18 dormitories.  Figure 3 

shows the scatter plot of the features in this dataset. The 

carbon dioxide from electrical consumption is 

represented in x axis of all graphs. The values of y axis 

from graph 1 to graph 6 in figure 3 are the carbon dioxide 

equivalent of electrical consumption, water 

consumption, fuel from motorbike that produce Co2, 

CH4, N2O and Greenhouse gases respectively. It is quite 

clear from the graph that all dormitories can divided into 

2 clusters. The K-mean is applied and the dormitories 

are divided into 2 classes that is the high carbon dioxide 

emission and low carbon dioxide emission. 

The average accuracy of 10 fold cross validation 

classification results from the student dormitories from 

both direct calculate and rule is 88.23%, show the good 

performance of using algorithm with the real word 

dataset. 

Conclusion 

The experimental results shown that the accuracy of 

classification of the proposed algorithm is comparable to 

the structure proposed in [10], but use less execution 

time. Meaning that the overall performance of the 

proposed method is better than the method proposed in 

[10]. Various types of dataset are used in the 

experimental to show the generalization of the proposed 

Neuro-fuzzy classification structure. The experimental 



  

result shows that the propose structure can be applied 

in many applications to forecasting the usage of 

resources, for managing the resource planning in the 

future.

 

   

  

Figure 3: Scatter plot of the carbon dioxide equivalent.  
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