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Abstract
Fixed sensor stations are the primary means to collect en-
vironmental data in cities. Yet, their high cost of deployment

and maintenance often result in an accurate but geographically-

sparse monitoring. We advocate for a drive-by approach

to urban sensing in which vehicles are used as sensors

to scan the city with a high spatiotemporal resolution. We
present City Scanner, a highly-customizable, self-sufficient
platform that allows for cost-efficient drive-by sensing. City
Scanner modules can be deployed on existing vehicles (e.g.
busses and taxis) without interfering with their operations.
We describe our first prototype that includes sensing mod-
ules for air quality, temperature, humidity, and thermal imag-
ing. We discuss the challenges we encountered during an
8-months deployment of the platform on trash trucks in or-
der to derive implications for the design of future drive-by
sensing systems.
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Introduction

A myriad of sensors are deployed in cities throughout the
world, helping us to better understand urban environments
in order to provide better services for citizens. Types of sen-
sor range from air and water quality, to temperature and
noise pollution, to traffic counters and infrastructure mon-
itoring. The collected data, once processed by advanced
analytics solutions, can be: (i) consumed directly by citizens
in order to make informed decisions, (ii) made available to
public agencies and urban managers for decision-making;
and (iii) be fed into machines and systems (e.g. self-driving
cars, smart buildings, traffic control systems, etc.) to create
elaborated urban services.

In order to capture a dense spatiotemporal dataset, a large
network of stationary sensors is needed, often leading to
huge costs for sensor acquisition, deployment and mainte-
nance [2]. Recently, low-cost sensors have become avail-
able; e.g. for air quality monitoring [5]. Fueled by these ad-
vances, a number of projects have developed portable and
personal sensors, e.g. [10, 6], with the goal of democra-
tizing environmental data and contribute to citizen science
studies.

Likewise, a number of works, e.g. [4, 8], have developed
drive-by approaches [1]: a family of opportunistic data col-
lection methods that leverage traditional or dedicated vehi-
cles as sensors. With a fleet of vehicles moving throughout
the city in different areas and frequency, it is possible to
create a networked and mobile approach to environmental
sensing. Compared to traditional sensors stations, collected
data can provide a higher spatial resolution, higher flexibil-
ity, and lower operational costs. For example, Anjomshoaa
et al. [1] have estimated that by equipping only 20 random
taxis with sensors, it is possible to cover 50% of street seg-
ments in Manhattan at least once a day.
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Figure 1: An early prototype of the City Scanner sensing platform

The City Scanner project aims at developing a cost-effective,
drive-by modular sensing platform (Figure 1) to assess spa-
tiotemporal environmental phenomena in cities; e.g., pat-
terns in ambient temperature, air quality, road conditions
etc. Differently from other drive-by platforms, our sensing
modules can be deployed on existing urban vehicles requir-
ing minor or no modification on the hosting vehicles and
without interfering with their operations. The platform can
be deployed on vehicles which follow either scheduled or
unscheduled routes; e.g. municipal buses, garbage trucks,
taxi, etc.
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Figure 2: Spatiotemporal sensing
quality. Each line represents one
vehicle that visits a selected area
during a specific time window. Dots
are the sensed data and density of
dots is considered as the Sensing
Quality.

This paper presents the design and development of the first
prototype of the City Scanner platform and highlights the
challenges that we were facing to build a reliable mobile
sensing platform. As a proof of concept, the platform has
been deployed on municipal garbage trucks in Cambridge,
MA for eight months. The outcomes of this application are
discussed. We conclude the paper by deriving implication
for the design of future drive-by systems.

Drive-by scanning approaches

Sensors attached to vehicles can achieve a dense spatial
coverage using a minimal number of sensing devices. By
navigating throughout the city in different areas and time
of the day, it is possible to obtain a connected approach

to comprehensive environmental sensing. For instance,

a random deployment of sensors on urban vehicles such
as taxis, can utilize the collective mobility of the network to
effectively cover certain street segments. In this context, the
density of sensing is defined by number of captured data
points in a given time window and a specific urban area
such as street segment (cf. Figure 2).

Drive-by approaches have been proven efficient for environmental-

related use-cases, where spatial and temporal dimensions
are of great importance for monitoring urban environments
effectively. Most of the existing environmental datasets are
built using sensors deployed in fixed locations brining to
data which is limited in spatial, temporal, or both dimen-
sions. Yet, ambient pollutants gradients sensed in precise
locations are characterized by high variance even within lo-
cations at very close distance and during different time of
the day [11].

On the other hand, satellite-based measurements can pro-
duce highly accurate spatial content, but with limited tempo-
ral coverage. For instance, satellite imagery used to mea-
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Figure 3: Comparing spatiotemporal sensing approaches.

sure surface temperature rely on robust, computationally-
heavy mathematical models [9] to predict temperature
changes over time.

Figure 3 depicts the limitation of stationary and remote
sensing methods and how drive-by sensing can overcome
these limitations.

Finally, most experiments with stationary and portable sen-
sors have focused on specific aspects of the urban environ-
ment, in particular air quality [3, 7], potholes detection and
gas leak detection and using vehicles that were specifically
designed and deployed for a specific study.

Design challenges of drive-by sensing systems
Today, there is an increasing number of mobile and sensor-
equipped devices in the urban environment. However, these
devices are often not tailored for real-time environmental
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Figure 4: The sensing layer of City
Scanner is composed of i) a core
component that is responsible for
power management, data
management, and upstreaming
captured data to the cloud servers
and ii) a number of sensing nodes
that contain a specific sensor and
capture data and transmit it to the
core component.

sensing. For instance, smart phones include half a dozen
of sensors but they usually do not have any built-in environ-
mental sensors. Modern vehicles are also equipped with
thousands of sensors but they are merely used for main-
tenance and diagnostic purposes. In order to add environ-
mental sensing capabilities to vehicles, several technical
challenges need to be overcome. Some of these chal-
lenges are in common with other loT systems, e.g. low-
energy consumption or real-time data streaming; while
other are specific for drive-by loT systems.

For example, supplying power to a drive-by IoT system can
be achieved with multiple competing strategies:

» The system can be connected to the power grid of
the hosting vehicle. This usually requires either tap-
ping the wiring system of target vehicle or connect-
ing the device to an available power outlet the ve-
hicle may provide (e.g. mobile charger ports). In
both cases, there are concerns regarding the ease
of deployment for large number of sensors as well as
maintenance and safety issues.

» The system can be battery-powered. Yet, many envi-
ronmental sensors (e.g. air quality) are not optimized
for low-energy consumption. Further replacing batter-
ies enforces a maintenance overhead.

* Renewable energy sources can address some of
the described challenges. However, most traditional
solutions (e.g. solar panels) are designed and tested
for fixed deployment. In order to use them for mobile
sensing various performance and feasibility concerns
should be considered.

In addition, sensor restraints according to their fitness for
drive-by sensing need to be evaluated. Although the rise
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Figure 5: City Scanner platform architecture

of of affordable and portable sensors have lifted many of
the hardware limitations that were difficult to cope with in
early works; however, most of the sensors specifications
do not specify the limits of their configuration for mobile
sensing. For instance, low-cost particle counting sensors
are vulnerable to airflow disturbance on moving vehicles
and the temperature measurements are also impacted by
the airflow.

City Scanner Platform

City Scanner aims at democratizing urban sensing with a
platform (Figure 5) composed by: (i) low-cost networked
and modular sensors for drive-by data capture, (i) meth-
ods to process and aggregate data from multiple sources
(iii) different visualization approaches including mobile, situ-
ated and ambient interfaces. The platform is currently com-
posed by a prototype of a modular sensing device and a
data analysis and visualization platform.

City Scanner’s sensing layer (Figure 4) includes a core
component and a number of node components which em-
bed specific sensors. The core component provides basic



services such as power management, GPS, and data com-
munication for both upstreaming data to cloud servers as
well as the node components.

During operation time, node components capture data and
send it to the core module; which in turn annotates the cap-
tured data with location information, eventually streaming
to cloud servers for storage and analysis. Data commu-
nication between node components and the core compo-
nent is achieved over WiFi, with the core module acting

as a hotspot. As such, multiple node components can be
added to the City Scanner platform, with the number of sen-
sors only limited by restriction dictated by power supply.
Because City Scanner’'s modular architecture is geared to-
wards resiliency, a failure in a node component does not
impact or block other nodes or the overall functioning of the
system.

Data visualization

As a proof of concept, we developed an interactive visu-
alization, fed by data from the City Scanner platform, that
offers discrete instruments to navigate and filter data both in
time and space.

The web application, depicted in Figure 6 and available at
http:/senseable.mit.edu/cityscanner/app, allows to navigate
the data in space via the interactive map and in time via a
timeline scatter plot. The interface is arranged around the
draggable map, which is overlaid with data points. Each dot
visible in Figure 6 renders one data point with three char-
acteristics: position on the map (location), color (sensed
value) and opacity (age).

The data source to be displayed on the map can be se-
lected by the user via a dedicated menu. In addition, click-
ing on an area in the map locks the visualization to a spe-
cific section. The user can further select points on the time-

line, which in turn get highlighted on the map. The time-
line also allows for selecting group of data points that can
be further filtered for specific time intervals. In this way,

only datapoints recorded within the selected timeframe are
shown on the map. When the thermal imaging source is se-
lected, it is possible to view instants from the thermal video
feed by scrubbing the timeline through the days.

Finally, in the bottom right corner of the interface, a his-
togram of all sensor values (in a selected timeframe) gives
a general overview of the distribution of sensor data. The
graph also displays an overall average as well as the aver-
age of selected data points. When the user hovers over any
datapoint in the visualization, a second line is displayed that
allows to compare the selection against the average. As
such, one can easily compare the selected neighborhood
(e.g. work, home, etc.) with the overall status in the target
city.

Deployment case-study

The City Scanner platform was deployed on trash trucks of

City of Cambridge, Massachusetts for a period of 8 months.
The goal of the case study was to assess viability of us-

ing City Scanner for drive-by sensing and reliability of data

collected. Further, we wanted to understand feasibility and

challenges of using trash trucks as hosting vehicles for our

platform.

The trash trucks we employed during the study cover the
entire city on a weekly basis, making it an ideal setting for
our research goals. Yet during deployment we have en-
countered a number of technical challenges, which are
summarized and discussed in the remaining of this section.

Data Transfer
The City Scanner prototype was equipped with thermal
cameras to capture thermal flux variations in the built en-
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Figure 6: Interactive data visualization interface. Available at http://senseable.mit.edu/cityscanner/app

vironment. Because the captured data was rather heavy
(about 1GB per day), we needed an efficient mechanism
to transfer data between the sensing node and the core
component; which in turn communicates with the cloud
storage. For sake of modularity and to keep the platform
independent from different proprietary interfaces and pro-
tocols, each node was therefore equipped with a dedicated
micro-controller to handle the sensor operation and store
the captured data locally. Eventually, the data is communi-

cated via a local WiFi network to the core component which
offers a WiFi hotspot service.

Although this design breaks the system down into smaller
and more controllable components, yet the system con-
sumes more power compared to having multiple sensors
to share one micro-controller. Furthermore, mobile net-
work availability and pricing for transferring big amount of
data via cellular network to cloud server are still a challeng-
ing issue. For instance, fast 4G mobile networks are not
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Figure 7: Cityscanner sensor
modules prototype

yet available in all areas and the price for transferring big
amount of data is not yet reasonable for urban-scale data
capturing.

The data size can be reduced by:

» Compressing the data - according with our tests, we
can achieve a data compression rate of 0.44. Yet,
because data compression algorithms are CPU-
intensive, this comes at a higher energy usage that
impacts overall autonomy of the sensing modules.

Discarding repeated frames - during data capture,
because the vehicle might stop moving, this cases
repeated shots of the same scene. We may drop the
repeated frames by comparing each frame with the
previous one.

Power

For the current City Scanner prototype we used off-the-
shelf products which are typically designed for general pur-
pose and not optimized for low-energy consumption; which
impacted the prototype autonomy. For the development of
future prototypes, we need to consider to either sourcing
energy either from the vehicle power grid or from renewable
sources. While the first option is the easiest to implement
it creates dependencies that impacts employability. At the
same time, a self-sufficient solution that benefits from re-
newable resources such as solar panels is preferable but
more challenging.

Our calculations show that currently the efficiency of mo-
bile solar panels (which reduces the effective solar gain) is
not enough for the current requirements of the City Scan-
ner framework. One solution to this problem, is to replace

the general purpose micro-controllers with low energy alter-
natives. Furthermore, it is important to put rationing mech-
anism in place to control and adjust the sampling rate ac-
cording to the battery charge.

For the solar irradiance of target area, we should use the
Global Horizontal Irradiance (GHI) which is sum of both
direct and diffused radiation received on a horizontal plane.
For Boston, the average GHlI is around 3910 (Wh per square
meter per day). We need also to consider the power loss
along the chain by 40% and consider only the number of
hours the sun is pointed directly at our solar panels. Since
the vehicles are moving, the trees and buildings will block
the sun and only diffused radiation will be received by the
solar panels which in turn increases the required time for
charging the batteries. There are a lot of variables, but the
best practice for choosing a solar panel is to have 2-3 times
as much power as we need. In our case we would need 21
Wh per day so a 40-60 Watt solar panel should be enough;
provided that it is exposed to enough solar radiation dur-
ing the day. In some cases, it may be beneficial to reduce
power consumption by programming dynamic sensing prop-
erties, e.g., a reduced sampling rate when the vehicle is idle
or traveling below a certain speed.

Sensor limitations

Typically, environmental sensors are designed for stationary
use. When deployed on a moving vehicle we should con-
sider the impact of motion on the sensor and thus on the
captured data. For instance the thermal camera we used in
our experiment is very sensitive and fragile. Deploying sen-
sors in a harsh environment such as on a trash truck might
impact their reliability, e.g. because of vibrations and water
leaks. Furthermore, a moving vehicle can add more bias to
the captured dataset. For instance, the extra airflow caused
by the vehicle’s motion can impact the measured air quality



Figure 8: Powering drive-by
sensing with solar panels: the
power generated by a 50 Watt
solar panel with 0.23 efficiency
which is exposed to 5 hours daily
sunlight is around 23 Wh [50 Watt
x 4.5 hours x 0.23 x 0.4 (power
loss)]. In case of mobile solar
panels the generated power is also
reduced by the inefficient tilt angle
and shadow of building and trees.

data. To this end, we need to make sure that side effects
are minimized and filtered out.

In the specific case of air quality, we selected a particu-
late matter sensor which considers the airflow rate and
sampling time in order to calculate the normalized parti-
cle counts. As such, the bias introduced by the extra airflow
caused by the moving vehicle is minimized. Another con-
cern about the air quality sensor is the possibility of having
biased measurements due the emissions from the trash
truck on which the sensor is deployed. However, because
emissions from the trash truck are particles of sizes 100
nm, and our selected sensor only records particles larger
than 380 nm, we can assume that the truck emissions will
not have a big impact on the sensed values.

Conclusions and Future Work

In this paper we reflected on our experience developing and
deploying the City Scanner platform prototype. We have
described how environmental phenomena in our cities can
be efficiently monitored with a small number of urban ve-
hicles. Our approach not only reduces deployment and
maintenance costs by an order of magnitude or more, but
also offers a way of democratizing data by bringing the data
to the doorsteps of citizens. The project architecture fol-
lows a centralized loT regime and is designed to to be self-
sufficient, highly-customizable and cost-efficient. The cap-
tured data can be used in analytics and machine learning
processes combined with multiple visualization approaches.
We expect City Scanner to generate value for citizen e.g.,
by informing policy-making, optimizing city operation and
developing innovative cross-domain services.

Building on the challenges highlighted in our case study,
future works point in multiple directions. We aim at improv-
ing our platform by making it self-sufficient via the use of

solar panel and optimizing the efficiency of our hardware
and software architectures. At the same time, we plan to
switch from WiFi to cellular connectivity in order to achieve
near real-time data streaming; e.g. leveraging emerging
low-energy loT cellular protocols like LTE and NB-IoT.

Furthermore, we are planning to extend the platform with
new types of environmental sensors and to develop cali-
bration routines and data fusion mechanisms to improve
reliability. By providing real-time APIs we intend to foster
the development of an ecosystem of third-party application
and services that will be served by City Scanner data.

Finally, we plan new deployments of our platform using dif-
ferent vehicles, including public transports, private car and
autonomous vehicles; and in diverse cities. These studies
will allow us to understand suitability of different vehicles for
sensing urban phenomena and to derive sampling charac-
teristics of specific cities.
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